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a b s t r a c t

We present the first measurements of relative velocity statistics of inertial particles in a homogeneous
isotropic turbulent flow with three-dimensional holographic particle image velocimetry (holographic
PIV). From the measurements we are able to obtain the radial relative velocity probability density func-
tion (PDF) conditioned on the interparticle separation distance, for distances on the order of the Kol-
mogorov length scale. Together with measurements of the three-dimensional radial distribution
function (RDF) in our turbulence chamber, these statistics, in principle, can be used to determine inter-
particle collision rates via the formula derived by Sundaram and Collins (1997). In addition, we show
temporal development of the RDF, which reveals the existence of an extended quasi-steady-state regime
in our facility. Over this regime the measured two-particle statistics are compared to direct numerical
simulations (DNS) with encouraging qualitative agreement. Statistics at the same Reynolds number
but different Stokes numbers demonstrate the ability of the experiment to correctly capture the trends
associated with particles of different inertia. Our results further indicate that even at moderate Stokes
numbers turbulence may enhance collision rates significantly. Such experimental investigations may
prove valuable in validating, guiding and refining numerical models of particle dynamics in turbulent
flows.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

Collision and coagulation of dilute inertial particles suspended
in turbulent flows are of considerable significance to many impor-
tant industrial applications (e.g. aerosol synthesis of powders,
spray combustion, inhalation drug therapy and pneumatic trans-
port of solids) and naturally occurring flows (e.g. cloud formation,
aerosol transport in the atmosphere). In each of these processes,
the rate at which particles are brought into contact with each
other, i.e. the interparticle collision frequency, is a critical variable
to model and predict the evolution of the particle size distribution
(Shaw, 2003). It is well known that turbulence can enhance the col-
lision frequency, thereby leading to growth (through coalescence
and agglomeration) or reduction (through breakup) of the mean
particle size (Ramkrishna, 2000). Models of the collision rate in iso-
tropic turbulence have been constructed based on high-resolution
direct numerical simulations (DNS) (Collins and Keswani, 2004).
However, to date there is limited experimental data available to
support these models (Xue et al., 2008). Using state-of-the-art
holographic particle image velocimetry (holographic PIV or HPIV)
ll rights reserved.

: +1 716 645 2883.
we seek to address this issue and wherever feasible, validate DNS
using experimental data. The insights gained from this knowledge
will guide and refine the numerical experiments to ensure the rel-
evant physics is accurately captured.

Experimental measurement of inertial particle clustering and
relative velocity statistics in isotropic turbulence requires resolu-
tion of the full three-dimensional (3D) dense particle field, which
has been beyond the reach of past measurement techniques. Previ-
ous experimental measurements of 3D particle fields have been
limited to sparse particle fields using imaging techniques such as
particle tracking velocimetry (PTV) (Ayyalasomayajula et al.,
2006; Cowen and Monismith, 1997; Doh et al., 2002; Hoyer
et al., 2005; Voth et al., 2002), tomographic particle image veloci-
metry (Tomo-PIV) (Elsinga et al., 2006), and forward scattering
holographic particle imaging (Owen et al., 2002; Pan and Meng,
2003; Xu et al., 2001). The development of a hybrid digital holo-
graphic PIV system (Cao et al., 2008; Meng et al., 2004) has greatly
facilitated dense 3D particle field measurements. Recent advance-
ments in this technique, along with a method for measuring the
turbulence energy dissipation rate and derived quantities in ‘‘box
turbulence” (de Jong et al., 2009), have enabled the first compari-
sons of experimentally measured 3D radial distribution functions
(RDFs) to DNS under conditions of excellent parametric overlap
(Salazar et al., 2008).

http://dx.doi.org/10.1016/j.ijmultiphaseflow.2009.11.008
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The agreement between experiments and simulations was very
good. We also compared an alternative measure of clustering
called the correlation dimension (Grassberger and Procaccia,
1983), which was used by (Bec et al., 2007) to quantify clustering,
and found equally good agreement.

In this paper, we further extend the HPIV system to investigate
the particle pair relative velocity statistics and the temporal evolu-
tion of the particle field. Our measurements are performed in the
same facility as reported in Salazar et al. (2008), albeit with im-
proved turbulence isotropy through refined fan alignment and bal-
ancing of the fan rotation rates. Holographic imaging in double-
exposure mode is used to obtain particle velocities and thus the
particle radial relative velocity PDF, the second statistic contribut-
ing to the collision frequency. Furthermore, we investigate if a
steady-state or a quasi-steady-state of the particle field can be
achieved in this system.

2. Background theory

The statistical mechanical description of the average collision
kernel (Sundaram and Collins, 1997; Wang et al., 1998) incorpo-
rates two effects: (1) the non-uniform particle concentration ow-
ing to their inertial clustering in regions of high-strain or low
vorticity (the local accumulation effect) and (2) the relative veloc-
ity between two colliding particles (the turbulent transport effect).
These are characterized by the radial distribution function (RDF)
which is a statistical mechanical description of a particle distribu-
tion that captures the departure of the particle field from a uniform
distribution and by the probability density function (PDF) of the ra-
dial component of the relative velocity between two particles,
respectively. For monodisperse particles of diameter r, the colli-
sion frequency per unit volume ½L�3 T� can be written as,

Nc ¼ 4pn2r2gðrÞ
Z 0

�1
ð�wrÞPðwr jrÞdwr; ð1Þ

where gðrÞ is the RDF, n is the number density of the particles, wr is
the radial component of the relative velocity between two particles
and Pðwr jrÞ is the probability density function (PDF) of wr condi-
tioned on the particle pair separation distance, r. Extensions of
the collision kernel to systems of bidisperse (Zaichik et al., 2006;
Zhou et al., 2001) and polydisperse (Derevich, 2007) particles size
distributions (PSD) yield a similar functional dependence on the un-
known parameters, gðrÞ and wr . Typically, these parameters have
been quantified through the use of direct numerical simulations
(DNS) (Reade and Collins, 2000), and it is the goal of this paper to
quantify them using holographic measurements.

3. The radial distribution function and edge correction methods

Local accumulation of particles is caused by the inertial mis-
match between the denser particles and the lighter carrier fluid.
Due to this density mismatch, particles tend to be depleted from
high-vorticity regions and accumulate in high-strain regions of
the flow (Maxey, 1987). This inertial mismatch is parameterized
by the Stokes number, where St ¼ sp=sg is the ratio of the particle
response time sp ¼ qpr2=18qf t, to the fluid response time, here
chosen as the Kolmogorov time scale, sg ¼

ffiffiffiffiffi
me
p

, where qp and qf

are the density of the particle and fluid, respectively, m is the kine-
matic viscosity of the fluid and e is the turbulent kinetic energy dis-
sipation rate. Inertial clustering, sometimes referred to as
preferential concentration, results in a dramatically non-homoge-
neous particle distribution, particularly at scales below the Kol-
mogorov length scale g ¼ ðm3=eÞ1=4. The non-uniform particle
concentration field is quantified statistically by the RDF. The RDF
relates the number of particle pairs found at a separation distance
r from a given particle at the origin to the expected number based
on a uniform distribution of particles (McQuarrie, 1976). The RDF
can be computed from a field of Np particles by binning particle
pairs according to their separation distance and calculating

gðriÞ ¼
Ni=DVi

N=V
; ð2Þ

where Ni is the number of particle pairs separated by a distance
ri � Dr=2; DVi is the volume of the discrete shell located at
ri; N ¼ 1=2NpðNp � 1Þ is the total number of pairs and V is the total
volume of the system. The subscript i is the discrete index and does
not refer to a vector quantity. The properties of the RDF are such
that gðr < rÞ ¼ 0 and gð1Þ ¼ 1, or in other words particles cannot
be located less than one collision diameter apart and at large sepa-
ration distance the particle field approaches a uniform distribution.
Lower-dimensional projections of the 3D RDF can be measured with
a light sheet (Wood et al., 2005) or with a fast sampling probe (Saw
et al., 2008; Brenguier and Chaumat, 2001); however, as discussed
in Holtzer and Collins (2002) (see also Poelma et al., 2007), these
measurements potentially suffer from the inherent averaging that
accompanies not having the full 3D particle field. Hence it is ideal
to utilize a 3D volumetric measurement technique such as HPIV.

Another complication in experimental measurements of the
RDF arises from its sensitivity to the size and shape of the volume
over which the particle field is measured. Notice that the RDF (Eq.
(2)) is normalized by the average pair density in the experimental
volume. Because of clustering, the average pair density for a small
sample volume will be larger than the corresponding value in the
thermodynamic limit V !1 (Salazar et al., 2008). Additionally,
for smaller sample volumes, edge corrections are needed to ac-
count for particles near the boundaries (Hewett, 1982; Lemson
and Sanders, 1991; Provenzale et al., 1994; Sharp, 1979).

The default method for edge correction consists of omitting all
shells that cross the boundary from the final averaging (Coleman
et al., 1988). Although this does not involve assumptions about
the underlying distribution of the particle field, it suffers from sev-
eral shortcomings: (1) for larger particle separations, the number
of available pairs used to calculate the RDF is drastically reduced
and (2) the maximum possible two-particle separation distance
is limited by the radius of the largest sphere that can be enclosed
completely within the sample volume. To improve the statistics
at the larger particle separations, a periodic assumption can be
used, whereby the particle field is reflected across each of the vol-
ume boundaries so that, at each particle location, the same number
of shells can be used to calculate the RDF. While the periodic
assumption overcomes the first limitation, the maximum possible
separation distance is still limited to the largest sphere fully en-
closed within the sample volume. The assumption also introduces
unphysical correlations between particles near the edges of the
volume.

The RDF at separation distances up to the maximum two-parti-
cle separation distance in the system can be obtained by using the
partial volumes of the shells to normalize the particle pair counts.
In even the simplest geometries, direct calculation of these partial
volumes is non-trivial. For this reason, the partial volumes are of-
ten estimated by means of a Monte Carlo scheme, a method rou-
tinely used by the astrophysics community for example
(Andreani and Cristiani, 1992; Davis and Peebles, 1983; Hamilton,
1993; Jones et al., 2005; Kerscher et al., 2000; Landy and Szalay,
1993; Pons-Borderia et al., 1999). In the Monte Carlo scheme, an
additional set of random data points is generated in the volume
that allows the actual data to be compared against a uniform dis-
tribution of particles. With the introduction of the random data,
three different particle pair distributions can be generated, one
involving data–data pairs ðDDÞ, one with data–random pairs ðDRÞ
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and a third with random–random pairs ðRRÞ. Multiple combina-
tions of these three distributions have been developed in order
to estimate the partial shell volumes (Kerscher, 1999; Kerscher
et al., 2000).

A performance comparison of the different Monte Carlo estima-
tors (Kerscher et al., 2000) showed that the Landy and Szalay
(1993) estimator contains the least bias. This estimator is defined
as

gðriÞ ¼
DDðriÞ
RRðriÞ

� 2
DRðriÞ
RRðriÞ

þ 2; ð3Þ

where DDðriÞ ¼ PDDðriÞ
½NpðNp�1Þ�, DRðriÞ ¼ PDRðriÞ

NpNR
and RRðriÞ ¼ PRRðriÞ

½NRðNR�1Þ� with NP

and NR being the total number of particles and random points in
the sample volume, respectively. PIJðriÞ is the count of particle pairs
of type IJ, whose separation distance lies within the bin ri � Dr=2.
The drawback of the Monte Carlo estimators is that if the particle
seeding density NP=V is not equal to the particle seeding density
in the thermodynamic limit V !1, then Eq. (3) will show a bias.
CCD
Camera

Beam
Combiner

Turbulence Box

Fig. 1. Hybrid holographic digital imaging optical setup with the turbulence flow
chamber.

Table 1
Turbulent flow parameters to characterize the flow chamber.

Parameter Value

Fan rotation rate (rpm) 3900
Turbulent kinetic energy, k (m2/s2) 0.954
Turbulent intensity, u0 (m/s) 0.798
Kinetic energy dissipation rate, e (m2/s3) 12.0

Large eddy length scale, L ¼ k3=2
=e (cm) 7.76

Large eddy time scale, Te ¼ L=u0 (s) 0.097
Kolmogorov length scale, g (lm) 129
Kolmogorov time scale, tg (10–3 s) 1.12
Kolmogorov velocity scale, ug (m/s) 0.116
Taylor micro-scale, k (mm) 3.45
Reynolds number, Rk 184
4. The conditional radial relative velocity probability density
function

The second statistic in the formula for the collision frequency
(see Eq. (1)) is Pðwr jrÞ, which concerns the statistics of the two-par-
ticle relative velocity, w ¼ v2 � v1, where v1 and v2 are the indi-
vidual particle velocities. Of specific interest is the radial
component of the relative velocity,

wr ¼ w � r
r
; ð4Þ

with r being the separation vector between the two particles. DNS
results of the radial relative velocity PDF at contact suggest that
the PDF is negatively skewed. For low Stokes numbers, the positive
tail has a Gaussian distribution, while the negative tail matches an
exponential distribution (Wang et al., 2000). At Stokes numbers
near unity, however, the PDF shows a higher peak near zero, and
a tail that decays more slowly than an exponential distribution.

In comparison with RDF measurements, resolving the velocity
PDF at multiple two-particle separation distances requires a larger
sample size. Additionally, owing to the need to match particles
from different exposures, obtaining the relative velocity PDF re-
quires a higher degree of accuracy in the measurement of the par-
ticle position than that required by the RDF.

5. Experimental setup and methods

The experiments were carried out in a zero-mean gaseous tur-
bulence ‘‘box” based on the design of Birouk et al. (1996) with a
side length of 40 cm with fans placed in each of the eight corners
pointing towards the center of the cube (see Fig. 1). This facility
produces a stationary homogeneous isotropic turbulence volume
located at the center of the cube in which these measurements
were conducted. Further details of the flow facility can be found
in de Jong et al. (2009).

5.1. Flow characterization

Flow velocity statistics were obtained by particle image veloci-
metry (PIV) and laser Doppler anemometry (LDA). Details of the
approach used to characterize the flow can be found in de Jong
et al. (2009). The combination of LDA and PIV enabled us to char-
acterize the turbulence intensity in two directions and compute
the turbulence dissipation rate. The latter quantity was determined
via the longitudinal second-order structure function DLLðrÞ by
assuming inertial subrange scaling DLLðrÞ ¼ C2ðerÞ2=3 with a univer-
sal constant C2 ¼ 2:1 (Sreenivasan, 1995). By plotting the appropri-
ately compensated structure function, it is possible to obtain the
dissipation rate with errors on the order of 10–20%. In a recent
study (de Jong et al., 2009), we found this to be the most accurate
approach to determining this quantity. Table 1 gives a complete
summary of the flow parameters. Improved orientation and control
of the fans have allowed us to optimize the large-scale isotropy ra-
tio of the turbulent flow, u0=v 0, in the center of the chamber in the
range of 0.95–1.13, where u0 and v 0 are the root-mean-square of
velocity fluctuations in orthogonal directions. After the flow char-
acterization we used holographic imaging to obtain the particle
statistics with single-exposure mode and double-exposure mode
for the RDF and velocity, respectively.
5.2. Digital holographic imaging and reconstruction

The hybrid digital holography technique is described by Cao
et al. (2008). A sketch of the holographic imaging system used in
the current study is shown in Fig. 1. Only the features unique to
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the current system are discussed here. In order for these experi-
ments to be consistent with Salazar et al. (2008), we used the same
particles (silver-coated hollow-glass spheres with a density of
1700 kg/m3), filtered to remove the tails of the particle size distri-
bution (�7 lm mean diameter, 1:9 lm standard deviation) and
similar flow conditions (St ¼ 0:2 and Rk ¼ 184). Image acquisitions
were synchronized with the end of the particle injection by the
addition of a National Instruments PCI-6621 timing board. The
National Instruments board controlled a solenoid air valve that
injected a known mass of particles (0.1 g) into the chamber over
0.5 s and then initialized the image acquisition sequence. Control
of the image acquisition in this manner enabled ensemble averag-
ing over multiple injection sequences at any given time after the
particle injection. In analyzing the transient clustering process,
we arbitrarily defined a phase to be a 1 s interval during the first
10 s following the particle injection. From 10 to 30 s after the
injection the phases were 2 s intervals. During the last 30 s of the
injection cycle (from 30 to 60 s after injection), each phase was
10 s in duration.

Two imaging setups were used in this study, one for recording
the temporal and steady-state RDF and the second for measuring
the particle velocities that were used to obtain the relative velocity
PDF. In the first case, the imaging frame rate required for adequate
temporal resolution of the evolving RDF was achieved by limiting
the CCD active area to 3272� 1224 pixels on a PCO AG, pco.4000
CCD camera (14 bit, 4008� 2672; 9:0 lm pixel array). The lens
linear magnification was set to 2.1 using a Infinity Photo-Optical
Co., Model KS/2 Long-Distance Microscope lens system, which pro-
duced an effective pixel size of 4:212 lm and a view area of
13:8� 5:1 mm2. The depth of field was limited to 5.1 mm resulting
in a total measurement volume of 359 mm3. The frame rate of the
camera was also improved by increasing the readout rate of the
CCD to its fastest setting, 32 M bit s�1. This combination of image
size and readout rate enabled the camera to operate at 5 Hz.

For the steady-state particle relative velocity measurements we
used a reduced frame rate and optimized the camera settings to
maximize both the size and quality of the recorded holograms.
The repetition frequency of the injection-seeded Nd:YAG laser pair
was lowered to 0.33 Hz, with the double-pulse separation delay,
Dt, set at 75 ls. The choice of Dt was based on the velocity scale
of the flow and the accuracy of the particle position measurement.
The linear magnification of the lens system was set to 4.7, and the
active CCD area was set to 2650� 2650 creating an effective pixel
size of 1:921 lm and an available view area of 5:1� 5:1 mm2. The
illuminated volume had a width of 7 mm, of which the central
Fig. 2. An example of the 3D particle field captured by holographic imaging. (a) Samp
demonstrating local clustering.
5.1 mm was digitally reconstructed, resulting in a cubic measure-
ment volume of 133 mm3. Decreasing the effective pixel size had
the effect of increasing the recording angular aperture (Meng
et al., 2004) and lowering the overall noise level of the recon-
structed holograms. Also, the CCD readout rate was lowered to
8 M bit s�1, which maximized the dynamic range of the camera
and the signal-to-noise ratio of the recorded images.

Our digital hologram processing follows the methodology of
Cao et al. (2008), also described in detail by Pan (2003) and Meng
et al. (2004). Briefly, the procedure involves three steps to calculate
the RDF: (1) numerical reconstruction of the digital hologram to
generate a reconstructed complex wave; (2) particle image seg-
mentation from the reconstructed complex wave and (3) particle
centroid localization. The numerical reconstruction algorithm uses
scalar diffraction theory to numerically propagate the reference
wave through the hologram. The reconstruction field involves a
convolution of the hologram intensity and a diffraction kernel,
implemented in the Fourier domain. ‘‘Scanning” along the axial
direction is accomplished by changing the z value in the diffraction
kernel (Pan and Meng, 2003).

The entire 3D reconstructed intensity field was stored in com-
puter memory for the purpose of image segmentation, thus en-
abling regions to be built based on 3D connectivity relationships
between adjacent foreground pixels. The principle advantage of
3D processing is that the particle extraction binarization threshold
accounts for information in the entire volume, not just individual
2D reconstruction planes, which may be artificially brightened if
they contain a large number of out-of-focus particle artifacts. Once
the particle image is reconstructed, we estimate the 3D position of
the particle by calculating the intensity-based centroid of the
resulting 3D particle volume. The standard error of the depth (axial
component) of the particle position was found to be �30 lm or 4–
5 particle diameters (Cao et al., 2008). Off-axis holography has
inherently better depth accuracy than in-line systems with the
same magnification and is the only optical configuration usable
in a large seeded facility (Pan and Meng, 2003). Significantly better
depth accuracy can only be achieved with high magnifications such
as those used in Sheng et al. (2006, 2008). Fig. 2 shows a sample
raw hologram and the corresponding 3D particle field following
the processing outlined above.

5.3. Particle velocity extraction

The double-exposure digital holograms yield two snapshots of
particle positions, from which particle velocity can be extracted
le hologram. (b) A snapshot of a 3D particle field reconstructed from a hologram
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by comparing the positions of corresponding particles from the
two sequential holographic images separated by a small time
interval Dt. We used two methods to match particles between
the first (A) and second (B) images: the nearest neighbor method
and the relaxation method, as sketched in Fig. 3.

In the nearest neighbor algorithm, the distance between each
particle in the A image and each particle in the B image is calcu-
lated. The result of this operation is a NA � NB matrix of distances,
where NA and NB are the number of particles in images A and B,
respectively. The initial particle match is then performed by find-
ing the row and column of the minimum of the distance matrix.
Once a particle match is obtained, the row and column containing
that particle are removed from the distance matrix, reducing the
matrix size to ðNA � 1Þ � ðNB � 1Þ. The next minimum of the matrix
is found and a new particle match is made. The row and column
corresponding to the second pair are removed from the distance
matrix, and the process continues until no row or column remains.
Notice that the number of matched particles equals the minimum
of NA or NB. To remove spurious pairs, the matched particle pairs
are filtered by a maximum allowable distance. This distance is
set to �4u0Dt, where u0 is the characteristic velocity scale of the
flow and Dt is the pulse separation time.

In the relaxation method, a particle is matched in successive
images assuming similar displacements of neighboring particles
(the so-called ‘quasi-rigidity’ assumption). The method, described
in detail in Pereira et al. (2006), can be summarized as follows.
For each reference particle i located at position xi in image A, a
neighborhood radius Rn is defined. Under the quasi-rigidity
assumption, and with some estimate for the velocity, it is possible
to project the group of particles forward in time to arrive at an esti-
mate for their positions ~yi in image B. By comparing the estimate
for particle i and its surrounding neighbors with the particle posi-
tions in image B within a search radius Rs of ~yi, the probability that
particle i is matched with each particle within the search radius is
estimated, taking into account the degree to which the neighboring
particles match as well. A quasi-rigidity radius Rq is defined, such
that only neighbors whose displacement relative to the reference
particle is smaller than Rq are considered. Through an algorithm
that iteratively improves the guess, the probability associated with
the ‘correct’ particle in image B increases while the other probabil-
ities approach zero. At the conclusion of the iterative process, par-
ticle i is matched to the particle in image B with the maximum
Fig. 3. Particle pairing results from the ‘nearest neighbor’ algorithm (left) and
‘relaxation method’ matching algorithm (right) for clustered particles. Black and
white circles represents particles extracted from holographic images A and B,
respectively. The large arrow in the relaxation method indicates the direction of the
cluster motion. The numbers show the order of the pairings for each method.
probability. In the event that two particles in image A are matched
to the same particle in image B, the match that results in the lower
velocity magnitude is chosen. Whereas the nearest neighbor algo-
rithm seeks the optimal match for each individual particle, the
relaxation method optimizes the probability for the group of parti-
cles satisfying the quasi-rigidity assumption. We set Rs ¼ 4u0Dt;
Rn ¼ 2g and Rq ¼ 0:2Rs.
6. Results and discussion

6.1. Temporal RDF

The imaging setup in Fig. 1 captured digital holograms (Fig. 2a)
which were numerically reconstructed to generate the location of
particles in a 3D volume (Fig. 2b). Results of the evolving RDF
based on time-sequence holographic measurements are shown in
Fig. 4. The two edge correction methods described in Section 3
were implemented in the RDF calculation to account for particles
near the boundaries of the sample volume. Fig. 4a shows the RDF
calculated by reflecting the particle field across the experimental
volume at the boundaries while Fig. 4b shows the RDF calculated
using the Monte Carlo approach.

It is evident that both RDF calculations approach a quasi-stea-
dy-state early in the injection cycle (5 s or 10 s after particle injec-
tion, respectively, for the two RDF approaches) that was
maintained until the effect of the particle settling becomes appar-
Fig. 4. Temporally evolving RDF measurements for different phases in the particle
injection cycle at St = 0.2 using two edge correction methods: (a) periodic boundary
condition and (b) Monte Carlo approach. Data is averaged over the time windows
shown in the figure legend.
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ent toward the end of the 60-s injection cycle. The time it takes to
reach the quasi-steady state is a function of the injection method-
ology and the turbulent mixing process. Mixing of the particles by
the turbulent flow increases the distribution of the particles over
the experimental volume, lowering the RDF until a quasi-steady-
state is achieved, as seen in Fig. 4. In order to better assess the
effect of mixing on the temporal evolution of the RDF, we per-
formed a DNS of inertial particles that were initially placed within
a subvolume (1/64 of the total volume) in the center of the cube.
The results (to be published separately) show a temporal evolution
of the RDF that is qualitatively similar to the results obtained
experimentally.

The difference in the time required to reach a quasi-steady-
state between the two edge correction methods is related to the
maximum two-particle separation distance, which is 18g with
the periodic boundary condition compared to 88g for the Monte
Carlo approach; i.e. as the periodic boundary condition approach
uses a smaller portion of the experimental volume relative to the
mixing length scale, the quasi-steady-state condition is achieved
more rapidly than for the larger volume associated with the Monte
Carlo approach. The difference in the effective volumes of the two
methods also causes the Monte Carlo approach to produce a higher
RDF at the quasi-steady-state condition due to the finite volume ef-
fect discussed earlier (see Section 3). We therefore recommend the
Monte Carlo edge correction approach. The confirmation of the
existence of a quasi-steady-state in our experimental system is
important for the utility of the particle-laden turbulence box in
studying particle statistics.

6.2. Particle radial relative velocity PDF

Particle velocities were obtained by matching individual parti-
cles in two images taken in rapid succession. We implemented
the two particle matching algorithms discussed in Section 5.3 so
Fig. 5. Comparison of experimental (markers) and DNS (lines) radial relative velocity PD
Silver-coated hollow-glass spheres St = 0.2 (blue circles) and Polyimide spheres St = 2.4 (b
line).(For interpretation of the references to colour in this figure legend, the reader is re
that we could compare their performance. Once the field of particle
velocities was known, we obtained relative velocities between par-
ticle pairs by subtraction, projected the resulting relative velocity
vector onto the separation vector and binned the result according
to the separation distance. The resulting PDFs for one particular
case based on the two matching algorithms agree closely at all sep-
aration distances. This suggests that most of the group motion of
particles occurs at length scales below the resolution of the exper-
iment. The smallest separation distance for which we can accu-
rately measure the relative velocity PDF was r=g ¼ 2:7. At this
separation, particles had only a few neighboring particles, and
the group motion of particle clusters was apparently infrequent.
The results we present are based on the nearest neighbor matching
algorithm.

Fig. 5 shows a comparison of the experimentally measured rel-
ative velocity PDF with DNS of deterministically forced isotropic
particle-laden turbulence at Rk ¼ 147 and St ¼ f0:2;2:0g. Note that
the relative velocities are normalized by the Kolmogorov velocity
ðug ¼ ½me�1=4Þ so as to make a meaningful comparison. It is evident
that despite the slight mismatch in Reynolds number between the
experiment and the DNS, the two PDFs are in reasonable agree-
ment in the central region of the PDF at all separation distances.
Furthermore, the broadening of the PDFs with increasing r=g are
captured by both the experiment and DNS. However, the tails of
the PDFs from the experiments are elevated. This may be caused
by errors in the particle matching algorithm. Larger relative veloc-
ities correspond to particles undergoing larger jumps between
images, which may lead to increased ambiguity in the particle
matching, corrupting the statistics in the tails of the distribution.
A second possibility may be physics unaccounted for in the DNS.
For example, the DNS neglected gravitational settling. The discrep-
ancy in the tails of the PDF affects the central portion of the distri-
bution as well because by definition the PDF must integrate to
unity. This may explain why the PDFs predicted by the DNS are
F at increasing two-particle separation distances for different St. In the experiment:
lack diamonds). DNS values are for St = 0.2 (solid green line) and St = 2.0 (dashed red
ferred to the web version of this article.)



Fig. 6. Mean inward relative velocity (see Eq. (5)) comparison between DNS and
experiments: (a) raw data without filtering and (b) mean inward relative velocity
found by integrating the PDF over the range �7 6 wr 6 0 for both experiment and
DNS. In the experiment: Silver-coated hollow-glass spheres St ¼ 0:2 (blue circles)
and polyimide spheres St ¼ 2:4 (black diamonds). DNS values are for St ¼ 0:2 (solid
green line) and St ¼ 2:0 (dashed red line).(For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

330 J. de Jong et al. / International Journal of Multiphase Flow 36 (2010) 324–332
systematically larger than the experiment in the central core (see
insets in Fig. 5).

To explore if the relative velocity PDF is sensitive to the particle
Stokes number, at constant Reynolds number, we repeated the
experiment at the same flow condition with a larger particle (poly-
imide spheres, 1030 kg/m3, �30 lm mean diameter), thereby
increasing the particle Stokes number from 0.2 to 2.4. We compare
the experimentally measured relative velocity PDF for the two par-
ticles in Fig. 5 at four values of the separation distance. It is evident
that the particle Stokes number does not affect the shape of the rel-
ative velocity PDF over the range of separation distances investi-
gated in the experiment. This observation is corroborated by DNS
results, which show weak sensitivity to the particle St within the
range of the PDF available to the experiment. It is in the tails of
the PDF that the St dependence is more pronounced, which incor-
porates larger experimental errors, as discussed below. For both
Stokes numbers the relative velocity PDF broadens with increasing
r=g, also consistent with the DNS. However, there appears to be an
anomaly in the higher Stokes number case at the smallest separa-
tion, r=g ¼ 2:7. There is a significant bump in the curve on the po-
sitive side of the abscissa axis that cannot be unequivocally
explained. One possibility is that it is caused by the buildup of sta-
tic charge on the surfaces of the polyimide spheres, as they are not
metal coated as the smaller particles are.

Recognizing that it is the mean inward radial relative velocity
that enters the expression of the collision kernel given in Eq. (1),
we numerically integrate experimental and DNS PDFs at each sep-
aration distance to yield

hwrið�ÞðriÞ �
Z 0

�1
�wrPðwr jriÞdwr: ð5Þ

The resulting curves for the two Stokes numbers, scaled by their
respective Kolmogorov velocity, reveal an interesting crossover
phenomenon, as can be seen in Fig. 6a. The explanation is as fol-
lows. At the smallest separation distances, particles of higher St
are less correlated because of their higher inertia, resulting in a lar-
ger inward relative velocity. However, as r=g!1 both particles
will be decorrelated, but particles of higher St have less energy
due to their greater inertia, resulting in a smaller relative inward
velocity. The discrepancy in the quantitative values is largely due
to the differences in the tails of the PDFs. This is demonstrated in
Fig. 6b, which shows the same comparison as in Fig. 6a, but with
the integral in Eq. (5) evaluated only over the range �7 6 wr 6 0
for both the DNS and experiments. Notice the dramatic improve-
ment in the agreement once the noise in the tails of the PDF has
been removed. This is at least indicative of the potential quality
of the comparisons between experiments and DNS that can be
achieved in our system. Despite the lack of quantitative agreement,
this is an encouraging comparison, and the first of its kind.
6.3. Sensitivity of the PDF to the filter width

As discussed in Section 5.3, we introduce a filter width in the
nearest neighbor matching algorithm that limits the maximum
speed of the particles to be less than 4u0Dt. The filter is imple-
mented to reduce the number of spurious matches between parti-
cles in the two images that are separated by a large distance.
Nevertheless, the broad tails in the relative velocity PDFs suggests
that incorrect matches are still occurring with the nearest neighbor
algorithm. This is also evident in the sensitivity of the relative
velocity PDFs to the filter width. In setting this parameter to
4u0Dt, we discovered the resulting relative velocity variance and
PDF could change substantially (not shown). We settled on the cur-
rent filter value based on guidance from the DNS.
The issue is inherent to the problem of matching particles in the
two images. The algorithms for velocity extraction from double-
exposure PIV are rather mature (Adrian, 2005), but they are based
on Fourier domain image correlations and thus do not provide the
velocity of individual particles, as needed to study particle dynam-
ics. Particle tracking velocimetry techniques generally track indi-
vidual particles over three or more sequential images. These
algorithms do not work as well when only two sequential images
are involved (Ouellette et al., 2006b; Poelma et al., 2007; Poelma
et al., 2006). Some algorithms first solve for the Eulerian velocity
field using standard PIV correlation algorithms, and then match
particles in the interrogation cells using a tracking strategy based
on the underlying Eulerian fluid velocity field. However, inertial
particles do not follow the fluid and hence do not provide a good
estimate of the Eulerian velocity field. Therefore, double-pulsed
images of inertial particle fields must rely on either basic nearest
neighbor particle matching algorithms (Ouellette et al., 2006a) or
more advanced cluster-matching algorithms such as the particle
relaxation method or concise cross correlation to extract the parti-
cle velocities (Baek and Lee, 1996; Barnard and Thompson, 1980;
Ohmi and Li, 2000; Pereira et al., 2006; Pu and Meng, 2000). The
advantages of the latter approaches are only realized when the
seeding density is sufficiently high for correlated motion of particle
clusters to emerge. This is not the case for our system due to the
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competing need to keep the mass fraction sufficiently low so as to
avoid significant turbulence attenuation by the particles. It appears
that further study is warranted to identify optimal values for the
filter as a function of the time lapse between images, Dt.

7. Conclusions

With an improved stationary isotropic turbulent flow facility
and a novel hybrid holographic imaging system we have experi-
mentally investigated the temporal development of the radial dis-
tribution function and two-particle relative velocity statistics in a
particle-laden isotropic turbulent flow. While previously we have
shown excellent agreement between the experimentally measured
and DNS-predicted RDF that captured the inertial clustering effect
(Salazar et al., 2008), this is the first time that we confirm achieve-
ment of a quasi-steady-state in the RDF, and the first time that the
two-particle radial relative velocity PDF is measured with a holo-
graphic imaging system and compared with DNS. Partial agree-
ment with the DNS is achieved, as evidenced by the strong
overlap in the central portions of the PDFs. However, significant
discrepancies in the tails of the PDFs remain, which we attribute
to ambiguities in the matching of particles with larger velocities.
Reduction of these errors will require implementation of more
sophisticated particle validation algorithms such as (de Jong and
Meng, 2007) and some advancement of the nearest neighbor
matching algorithm, possibly through the use of multiple values
of the time lapse between images.

Despite these shortcomings, the mean inward radial relative
velocity results from the experiments were in good qualitative
agreement with the DNS. In particular, the crossover of the curves
at two values of the Stokes number with increasing r=g occurred at
roughly the same separation distance. The quantitative values
were not in agreement, but this is due to the elevated tails in the
experimental PDFs. Despite the issues with the tails of the PDFs,
the agreement over the central core of the PDF is encouraging in
that holographic imaging can be used to obtain relative velocity
statistics for inertial particles. The measurement of the relative
velocity PDF and RDF is an indirect approach of obtaining the iner-
tial particle collision frequency. Further refinement of the experi-
mental technique will enable validation of the DNS as well the
potential to extend the experiments to Reynolds numbers beyond
the reach of current DNS.
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